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Abstract － In MPLS networks, the higher-priority LSP 
(Label Switching Path) will preempt the resource of lower- 
priority LSP when its bandwidth resource is limited. At the 
time, the lower-priority LSP is destroyed, and its bandwidth 
resource is released to the higher-priority LSP. The destroyed 
path has to be rerouted by selecting another LSP; the new 
LSP maybe quickly suffer another bandwidth resource 
preemption again. If this scenario occurs frequently, routers 
would be subjected to the superfluous overload, and the 
quality of delivering flow can not be guaranteed. In paper [15], 
we had proposed a new policy to avoid the preemption 
because of flow priority and load balancing in the MPLS 
networks. In this paper, the policy supports the end-to-end 
QoS in DiffServ-aware MPLS networks will be discussed. 
Moreover, many simulations are done to compare the QoS of 
all service levels in DiffServ which Constraint-based Routed 
(CR) scheme includes the new policy in paper [15]. The 
simulation results indicate that the adding our policy to CR is 
better then the traditional CR. 
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I. INTRODUCTION 
 

The traditional Internet only provides best effort 
service; stations transmit packets as quickly as possible. 
There is no guarantee as to timeless or actual delivery. In 
the past several years, new types of Internet applications 
that require performance guarantees beyond the best effort 
service have emerged. These applications do not have any 
strict service level requirements; however, there are 
mission critical applications. The Internet Engineering Task 
Force (IETF) has proposed many service models and 
protocols for providing QoS in the Internet, such as 
Integrated Service (IntServ), Differentiated Service 
(DiffServ) and Multi-Protocol Label Switching (MPLS). 
IntServ is an architecture that requires the per-flow traffic 
handling at every hop along the application’s end-to-end 
path, and the explicit signaling of each flow’s requirements 
using a signaling protocol like Resource reSerVation 
Protocol (RSVP) [1][2]. IntServ suffers from lack of 
scalability due to the scalability problems with the standard 
RSVP signaling protocol. Therefore, the DiffServ 
architecture was proposed. The differentiated service 

architecture is based on a simple model where traffic 
entering a network is classified and possibly conditioned at 
the boundaries of the network, and assigned to different 
behavior aggregates that are a collection of packets with 
common characteristics. Each behavior aggregate is 
identified by a single DSCP (Differentiated Services 
CodePoint) [3][4]. Within the core of the network, packets 
are forwarded according to the Per-Hop Behavior (PHB) 
associated with the DSCP. There are three defined PHBs: (i) 
Best Effort (BE), (ii) Assured Forwarding (AF) and (iii) 
Expedited Forwarding (EF). The AF PHB supports more 
flexible and dynamic sharing of network resourced by soft 
bandwidth and loss guarantees appropriate for burst traffic 
[5]. The EF PHB requests every router along the path to 
always service EF packets at any rate as fast as the rate at 
which EF packets arrive [6]. MPLS is a technology that 
integrates label-switching forwarding paradigm with 
network layer routing, such as ATM (Asynchronous 
Transfer Mode) or frame relay. It offers an aggregated data 
path for all services, while allowing combinations of 
control plane scheme within the same backbone to provide 
multiple logical service networks. With MPLS, it is 
possible to set up routes on the basis of the individual flows, 
with two different flows between the same end-points 
perhaps following different routers. Further, when 
congestion occurs, LSPs can be rerouted automatically 
[7-8]. The most important application of MPLS is in traffic 
engineering [9] [10] [11] [12]. Traffic Engineering is the 
process of routing traffic in order to balance the network. 
Redirecting packets to other than the best shortest path 
calculated by routing protocols usually does this. DiffServ 
and MPLS are now viewed as complementary in the pursuit 
of end-to-end QoS provisioning [13] [14]. Consequently, 
The DiffServ adds MPLS in order to provide the QoS 
guarantees for customer, the efficient network resource 
requirements by network providers, and the reliability and 
adaptation of node and link failures. DiffServ provides the 
scalable edge-to-edge QoS, while MPLS performs traffic 
engineering to evenly distribute traffic load on available 
links, fast rerouting to route around node, and link failures 
in order to end-to-end QoS for customer’s applications.  

In MPLS networks, the higher-priority LSP (Label 
Switching Path) will preempt the resource of lower-priority 
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LSP when bandwidth resource is restrained. The LSP 
preemption introduces a setup and holding priority. When 
preemption occurred, the lower-priority LSP will be 
destroyed, and its bandwidth resource is released. The 
higher-priority LSP obtains the bandwidth resource to 
establish its path. While the lower-priority LSP release 
bandwidth, it has to be rerouted by selecting another LSP, 
but the LSP cannot ensure whether its bandwidth resources 
will be preempted again or not. If this situation occurred 
frequently, routers would have superfluous overload; 
quality of flow delivering is disappointment. In the [15], we 
had proposed a new policy in order to avoid preemption for 
every priority flow and load balancing in the MPLS 
networks. It also discussed the performance aim at MPLS 
networks. In this paper, we will discuss its feasibility that 
the policy supports end-to-end QoS in DiffServ-aware 
MPLS networks. Simulations will compare QoS of each 
service level over DiffServ whether constraint-based routed 
(CR) scheme add our policy. 

The rest of this paper is organized as follows: Section 
II introduces the related work of DiffServ, MPLS and TE. 
Section III describes the policy proposed in the paper. 
Section IV provides simulation results. Finally, a 
conclusion and future work are presented. 
 

II. RELATED WORKS 
 

We will not include related studies for DiffServ [3-6], 
MPLS [7-8] [20-23] and traffic engineering [9-12] [21] 
[24-25] in this section because of page limitation. So far 
several researchers have proposed many schemes in 
DiffServ-aware MPLS networks. Paper [16] showed how 
MPLS combined with differentiated services and 
constraint-based routing forms a simple and efficient 
Internet model capable of providing applications with 
differential QoS. No per-flow state information is required 
leading to increased scalability. They also proposed how 
this service architecture can interoperate with neighboring 
regions supporting IntServ and DiffServ QoS mechanisms. 
Paper [17] combined DiffServ technology with traffic 
engineering over MPLS to offer an adaptive mechanism 
that is capable of routing high priority IP traffic over 
multiple parallel paths to meet delay time constraints. They 
propose a probe packet method to collect delay 
measurements along several parallel paths. They use them 
in an end-to-end delay predictor that outputs a quick 
current estimate of the end-to-end delay. Paper [18] 
proposed network structure and the algorithm offer a 
solution that dynamically determines QoS-constrained 
routes with a number of demands and routes traffic within 
the network so that the demands are carried with the 
requisite QoS while fully utilizing network resources. 
Applying the central resource manager they remove the 
complexity of finding QoS routes at the core of the network. 
Finally, by using the modified version of Dijkstra’s 

algorithm they provide a solution for dynamical 
determining QoS-constrained routes while balancing the 
load on the network. Paper [19] proposed a per-class TE 
scheme that enhances E-LSP. The scheme is carefully 
analyzed against TE requirements. However, they have not 
proposed any actual mechanisms that can ensure bandwidth 
resources preempted again for every service lever in order 
to obtain end-to-end QoS when it preempted. 
 

III. PREEMPTION AVOIDANCE AND LOAD 
BALANCING POLICY 

 
We assume that our policy operates in a MPLS 

network supporting traffic engineering and these LSPs are 
established using CR-LDP that is from ingress router to 
egress router. In these LSPs setup procedure, our policy is 
used for each link of each LSP to calculate Preemption 
Probability. 
 
1. Using CR-LDP find those LSPs that are from ingress 

router to egress router 
2. If LSPs exist and remaining bandwidth ≥ requisition 

bandwidth 
 

For each links of each LSPs compute its preemption 
probability 
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Fig.1. Our policy for preemption avoidance and load 
balancing 

 
The flow of preempting probability ( )( flowP ) is 

defined as equation (1), which means the probability of this 
LSP be preempted by other higher-priority LSPs. It 
combines priority level and requisition bandwidth both. In 
this case, we assume that the arrival rate and requisition 
bandwidth for each level LSP equally. All LSP with 
priority greater than this LSP and requires bandwidth more 
than the available bandwidth of the link can be expressed as 
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Where pN is level of all priority, 
iP  is the priority of the 

flow
thi , totalB  is the link bandwidth, and b is remaining 

bandwidth of the link. 
After each links of all LSPs are calculated, the LSP 

selects the maximum preemption probability to stand for it. 
Finally, our policy selects the LSP to deliver packets with 
the minimum preemption probability in all LSPs, called 
preemption avoidance, are shown in Figure 1. 

 
IV. SIMULATION RESULTS 

 
In this section, we show the simulation results in the 

previous section. We used the network simulator NS-2 [26] 
with new modules supporting our policy to CR described 
earlier. The network topology used in our simulation is 
shown in Figures 2. The link bandwidth between N0 and 
N1, N0 and N2, N2 and N3, N3 and N5, N3 and N6, N5 
and N6, are set to 45Mbps. Propagation delay of the links 
are 0.1ms. Another links are set to 25Mbps. Propagation 
delay of the links are 0.05ms. S1, S2, and S3 send BE 
(20Mbps), AF (15Mbps), EF (25Mbps) class data to R1, R2 
and R3 respectively, and S4 send scenario a (EF), scenario 
b (AF), and scenario c (BE), data (20Mbps) to R1. The 
order of active time is S1, S2, S3, and S4. The simulation 
cases are designed to evaluate the effectiveness of the 
proposed policy for various service classes, and are 
summarized in Figures 3. In the simulation, we measure the 
throughput, delay and jitter of each services class every 
0.1ms. 
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Fig.2 Simulation topology 

A. S1 (BE class) 
Figures 4, 5, and 6 show that S1 (BE) traffic performs 

independently under different schemes. In the case 1a, 1b, 
and 1c, S1 selects LSP 0-3-6 to delivery packets. We can 
see results that preemption occurred when the AF and EF 
traffic are active and it selects another LSP 0-1-4-6, LSP 
0-2-5-6, and LSP 0-1-3-6 for S2 (AF), S3 (EF), and S4 
(EF1a/AF1b) respectively. Therefore, the throughput, delay, 
and jitter became bad. The proposed scheme avoided 

occurring preemption; S1 selects LSP 0-3-6, S2 selects LSP 
0-1-4-6, S3 selects LSP 0-2-3-5-6, and S4 selects 0-1-3-6. 
Although these flows do not select shortest path to delivery 
packets, they still reach expectable QoS.  

 
Case 1a, 1b, 1c Traditional CR without our policy 

S4 is EF, AF, and BE in case 1a, 1b, and 1c 
respectively 

Case 2a, 2b, 2c Traditional CR adds our policy 
S4 is EF, AF, and BE in case 2a, 2b, and 2c 
respectively 

Fig.3 Simulation cases 
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B. S2 (AF class) 

Figures 7, 8, and 9 show that performance of S2 (AF) 
traffic. We see from these Figures that throughput, delay, 
and jitter obtain to improve in our scheme clearly.  
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C. S3 (EF class) 
  Figures 10, 11, and 12 show throughput, delay, and jitter 
for S1 (BE) traffic. Although these flows do not select 
shortest path to delivery packets, they still reach expectable 
performance and avoid preemption in our scheme. 
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D. S4 (EF/AF/BE class) 
  Performance is shown in Figures 13, 14, and 15 for S4 
(EF1, 2a /AF1, 2b/ BE1, 2c). In case1a, 1b, and 1c, S4 
influences AF and BE service traffic to cause preemption 
when it is EF service class. The AF and BE service traffic 
reroutes by selection LSP. When it becomes AF service 
class, it influences BE service traffic. When it is BE service 
class, its performance has not influenced because it is 
active last one. 
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V. CONCLUSION AND FUTURE WORK 
 

In this paper, we discuss a new policy in order to 
avoid preemption for every priority flow and load 
balancing in the MPLS networks that its feasibility that the 
policy supports end-to-end QoS in DiffServ-aware MPLS 
networks. The results from the simulation indicated that 
adding our policy to CR with comparable QoS of each 
service level is a better to traditional CR. Although 
higher-level flows did not select shortest path to delivery 
packets, they still reach expectable performance and avoid 
preemption. 

In the future, we will plan to discuss more real 

distribution for priority-level and requisition bandwidth and 
another important advantage is MPLS-based traffic 
engineering by MPLS to DiffServ. Similar experiments can 
be done to highlight these advantages. 
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