FH

@EE%R+_
TERS R HBSZE

3

Eﬁ
aul

2>

\il;

Proceedings of National Computer
Symposium 1993
Republic of China

Volume II

EUWENL B I P IE K £
FAIHEE(T - 3 B 88 SEPL
PERKE 2D

—



Session C.5: Computer Network / Others

C.5.1-Closure  Properties of Isometric
Context-Free Array Language
Hwei-Jen Lin

C.5.2-The Design and Implementation of A
Distributed Application
Ching-Shine Hwang and Shang-Rong Tsai
C.5.3-The Specification and Simulation for
Real-Time Embedded System Using Mo

dular Time Environment Relationship Net

Chia-Lin Tsai and Tai-Jee Pan
C.5.4-Design of Banyan Concentrator for

Space-division Switches

Wei-Hsin Tseng and Jau-Hsiung Huang
C55-A New C(onsistency Protocol for

Distributed Shared Memories

Alexander 1-Chi Lai and Chin-Laung Lei
C.5.6-Target Rotation Times in DMMAP

Networks

Wen-Shyang Hwang and Ling-Yang Kung

Session D.1: Database

D.1.1-Integrating Different Structure
Relations in Multidatabase Systems
J.J. Chiang, Frank S.C. Tseng, and Wei-
Pang Yang

D.1.2-The Design of the RBE Active Database
System
Ye-In Chang and Fwo-Long Chen

D.1.3-Using a Genetic Algorithm to Implement
Extended Database Operations for
Query Optimization

Jomg-Tzong Homng, Cheng-Yan Kao*,

and Baw-Jhiune Liu
D.1.4-A New Approach for Fuzzy Information
Retrieval
Shyi-Ming Chen and Jeng-Yih Wang
D.1.5-A Team Oriented Query Language and
its Query Processing on Transputer
Kung-Lung Lee and Gwo-Dong Chen
D.1.6-Combining Magic-Sets and
Query/Subquery Methods for Recursive

Query  Processing in  Deductive
Databases

Min-Jeng Pan, Chien-Chiao Yang, and
Shi-Kuo Chang*

;I Cs: BIGHER 1 HE

Cs.1 FB ETMMMIIEES <HEBE
ME2
WILRBEATIEF

C.5.2 —E B ERAARMAIRET. ... ..
HEW BERAR
FRITR BB R

C.5.3 R AFURNRS RBE R ML i BEEEEE 710
BER RS
ARIBREETR

C54 BEEEMDEIIRE E 6 AR
e i S £y
ST R
CEAZEIR

C.5.5 A BAKEEIER TR —BUBET25
Bies BE
CEAEERR

C.s.6 P BASHFETLH B HIGERBEY
FEBEBE B R R
B30 FLaE
RITKER BT R

HFE D.1: FFHE

D.11 ESEERHER L H T EEHHI
REBES
TECR €F1E B
REABARIFR

D.1.2 RBEX BB R K5, ... 751
RER BEE
RIUARREBAR

D.13 FIABMEEEEEREEE T2

B SRAx BIES
PRAZETR
SEARER TR

D.1.4 —E{FZ W& FRARIF k. .. . 767
BREZEE XIEH
REREERIAT

D.1.5 M EHHES AHENRE
BREIR
PRABERARET TR

D.1.6 FEMWMEE REH/TEHNHERE
R ERREER. ... ..
B BRE RREN
ITHEMBLRETITER
KR ERBE T EREIE R

702

...................

175

......

IX



C.5:Computer Network / Others

S X SHETRA B ES 4% B A2 051
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Abstract

The Distributed Multichannel Manufacturing
Automation Protocol network (DMMAP) is a high
speed local area network [1]. which medium access
control (MAC) is analogous to 1IEEE 802.4 token
bus. Its development is based on the MAP
(Manufacturing sAutomation Protocol) network.
Physically, the topology is a linear or tree-shaped
cable onto which the stations are attached, as fig 1.
Logically, the stations are organized into many
independent rings network as fig 2. The DMMAP.
expanded network bandwidth is accompanied with
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Figure 1. The physical topology of DMMAP
network.

Figurc 2. The logical topology of DMMAP network.

the growth channel number by increase its Lower
MAC (LMAC). In the dynamic assignment
environment, the channel number is not equal to the
LMAC number. It allows the stations of same
-group can occupy a private channel, so the channel
number will be great than LMAC number.
Moreover, the extended bandwidth is ot
proportional to the channel number, since the
overheud of the response window is accompanied by
increased channel number. Therefore the extended
bandwidth curve of service time versus chm'_)‘nel
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Figure 3. Comparison of the service time and gain
versus the various LMAC number.

Logical Link Control

Upper Medium Access Control
(UMAC)

LMAC LMAC

\ 4

- to independent channels

eee o LMAC

|

Figure 4. The DMMAP layer model.
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Figure 5. The architecture of DMMAP interface.

number of DMMAP is a parabola, as fig 3. In the
paper [2], we found that relation is like linear
growth when the channel number is little than one
hundred.

In order to obtain short waiting time for urgent
message, the DMMAP ‘offers four level services
called access classes (6.4.2, and O with 6 being the
highest priority) that are equivalent to the access
classes (7,6), (5.4). (3.2). and (1,0) in Logical link
control (LLC). In 1988, Gorur and Weaver derive

-
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the formulac to transform the priority -scheme in

IEEE 802.4 token bus network into the proper

Target Rotation Time (TRT) settings [3]. They call

those access classes in order of descending priority, |
Synchronous, Urgent  Asynchronous, Normal

Asynchronous, and Time Available. In this paper,

we will base the above scheme to derive the new

formulae, that will transform the data priority

scheme in DMMAP network into the proper TRT

setting.

Keywords: Token, Token overlay, Slot time,
Response window

Introduction

The [EEE 802.4 neitwork uses highly reliable
cable television equipment, which is available off-
the-shelf from numerous vendors. It is more
deterministic than 802.3, and has excellent
throughput and efficiency at high load [4].
However advances in  computing and  other
technologies have produced a significant and rapid -
increase in the demand for new communication
services. The need of network bandwidth will
enormously increase in the future. In this paper, we
will introduce a high bandwidth network, DMMAP,
and derive the new formulae to assist users setting
the three TRT values. Section 1 surveys that
network system architecture, its medium access
control protocol. and its data frame control protocol.
In addition, we built an analytic model and derive
the TRT formulae of the lower three priority access
classes in scction 2.

1. System architecture.

The IEEE 802.4 standards does not directly
correspond to the ISO/OSI model. IEEE 802.4
breaks the data link layer into the media access
control (MAC) and the logical link control (LLC)
sublayers {3]. In a multichannel network, each
channel needs a private MAC device to service its
medium access control, so that standard is not
enough to model this kind network. Hence we break
the MAC sublayer of IEEE 802.4 standard into an
upper MAC' (UMAC) and many Lower MAC
(LMAC) sublayers, as fig 4. The former provides
the scheduling data frames and MAC frames
services according to those frame's priorities. The
latter provides the MAC services that are similar to
IEEE 802.4 MAC service. Each LMAC has to
continuously monitor the channel to which it is
attached. so the number of receiver should equalize
with the number of LMAC. However the LMAC is
not nced 1o always occupy the transmitter. and the
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consideration bases on reducing data-flow, power
consumption, magnetoclectric disturbance, heat. and
cost point of view. We adopt only two transmitters
that is called data frame transmitter (DTX) and
MAC frame transmitter (CTX).

The network station architecture -on the
DMMAP with 3 channels, for example, should
consist of an UMAC, 3 LMACs, 3 receivers, a
shared memory, a CTX, and a DTX, as shown in fig
5. The channel of DMMAP is fully independent of
each other, and everyone has a private (oken.
Therefore all channels can operate simultaneously
in this system. However there are many LMACs in
a network station, they may need to send its MAC
control frame to the UMAC at a same time, so the
DMMAP should pay some bandwidth to resolve that
contention overhead [2]). It will retard the total
bandwidth growth. The UMAC sublayer is consist
of data manager (DATAM) and LMAC manager
(LMACM). The former is used to manage the data
packets from or to LLC, those packets are assigned
to transmitting or received queues according to their
data priorities. The latter is used to arrange the
simultaneous arrival of MAC contro! frames which
from LMACs to the CTX. It will make the urgent
MAC control frame to transmit first.

A. Medium access control protocol.

The LMACM can schedule the simultaneous
arrival MAC frames that from different LMACs,
then sequentially send them to the CTX according
to their frame's priority. The schedule policy is 10
increase the priority of all waiting frames by one
after the highest priority MAC frame has been
transmitted. It can avoid the lower priority MAC
frame waiting too long and losing the mission. The
MAP network only has a token around its ring. so
there is a medium access operation happening at one

lime. Hence its MAC frames are no priority.
However the DMMAP network has many
simultaneous tokens around its logical rings;

conscquently many medium access operations in a

station may need to send at a time. We analyzed

the charactenstic of those MAC frames, and
assigned priorities 10 them.  There are brief
descriptions as below:

1) A token frame is bounded too long will lose the
real time characteristic of network, and cause a
channel reinitialization mistake.

2) A long delayed set_successor frame may lose (1)
to response the who_follows frame in time that
makes an unnecessary reinitialization, (2) (o
response the solicit_successor _2 frame that will
cause 10 give up maintain the logical channel.
and (3) an entering the channel chance.
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3) The other frames dclayed too long, that may take
down,a little system performance.

B. Data frame control protocol

The priority scheme of data frame in DMMAP
network is similar as that of token bus network.

Halsall [6] mentions the application of token bus. It

is primarily in the domains manufacturing

automation and process control, and typical usage of
the four access classes may be:

1) Synchronous: Urgent messages such as those
relating to critical alarm conditions and
associated control functions.

2) Urgent asynchronous: messages relating to ring
management functions and normal control
actions.

3) Normal asynchronous: messages relating 1o
routine data gathering for data logging purposes

4) Time available: messages rclating to program
downloading and general file transfers.
~ The DATAM in a DMMAP station needs four

‘priorities received queues and transmitting queues

to buffer its data frames. as well as many timers to
keep up the mechanism of medium access control.
It uses a set of four timers, one for each of the lower
three access classes and one for ring maintenance.
When the DATAM begins processing the token at a
given access class, the associated timer is reloaded
with the value of the target rotation time (TRT) for
that level. When the DATAM again receives the
token, it may send data of that access class until the
residual time in the associated token rotation timer
has expired. The residual time from the current
token rotation timer is loaded into the token hold
timer just before the token rotation timer is
reloaded. The DATAM may send data frames of
the corresponding access class as long as the token
hold timer has not expired. The high priority token
hold time (HPTHT) is the maximum amount of time
in which the DATAM may transmit data from the
queue of synchronous access class to the channel
that is holding a token. When the station is sending
synchronous access class message the value of
HPTHT is loaded into the token hold timer. Thus
Synchronous access class messages are limited to
only a fixed number of bytes regardless of current
network loading (7). In view of real time
characteristic, the frames of lower three priority
access classes must be limited to send, under
associated throughput limit value.

II. Analysis

The DMMAP defines the operation of the
protocol and its operational parameters such as the
three TRT's. but it does not specify default values



for the TRT's. The users may not be properly able
to associate priority with token cycle time. We
present an analytic model that calculates the values
of the TRT's that will implement a user-defined
priority scheme. It will provide optimum service to
that access class until network throughput exceeds
the user-defined limit.
A. Definitions

An active access class at a station on DMMAP
network is termed a server. The following notation
is used: )

Xr

duration of a token transmission in a
healthy condition  (seconds/token
transmission)

the Synchronous access class

the Urgent Asynchronous access
class

the Normal
class

the Time Available access class

the mean message arrival rate at each
server of an access class, where ac is
S, ua, na, or ta

the set of all Synchronous access
class servers

the set of all Urgent Asynchronous
access class servers

the set of all Normal Asynchronous
access class servers

the set of all Time Available access

class servers

[

na Asynchronous access

n

a

Auc

i

UA

NA

TA

R

logical rings (S, UA, NA, TA)

the mean message arrival rate at
server x € R (in messages / second)
the High Priority Token Hold Time
(in seconds)

the Target Rotation Time at server x
€ (UA; NA, TA) ( in seconds)

the Target Rotation Time at each
server of an access class, where asy 1s
ua, na, or ta (in seconds)

A

HPTHT

TRTx

TRTasy

TCTx.i.j the time form the end of the (i-1)st
service period until the beginning of
the ith service period (in seconds) on
the jth logical ring

token circulation time as seen by the
Jth logical ring of server x on the ith
token cycle (the time the token is

away {rom x)

n

TET,\',;'

token circulation time as seen by
server x on the jth logical ring of

set of all distinct servers on-all’

| Ax,i
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Server x

TCx.i.j time from the end of the (j1)g
service period until the end of the jip
service period (in seconds) on the jth
logical ring '

token cycle time as seen by the jth
logical ring of server x on the it

token cycle

ﬁx,i

token cycle time as seen by server x
on the ith token cycle

the number of message arrivals at x
between the (i-1)st and ith service
periods

Il

Qx,i

fin)

the number of messages enqueued at
server x after the (i-1)st service period
time required to transmit n messages
(in octet times)

residual time in the token hold timer
(in octet times)

the effective amount of time which a
server can transmit message

max(0, + + 1) - one octet time) (in
octet times)

effit)

TSx.i.; duration of the ith service period (in

seconds) on jth logical ring of sever x

TS

average service time availabel to
every server of an access class, where
_ac is s, ua, na, or ta (in seconds)
C channel capacity in bits/second
B. Assumptions
In the following section, an analytic expression

~_for the token cycle time of a DMMAP network is
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derived. The derivation is based on the following

assumptions about the characteristics of the

network:

1) The protocol management overhead is assumed
to be negligible.

2) Stations are permanent members of the logical
rings.

3) Each station has traffic at all four access class.

4) Message arrivals at each station follow a Poisson
process.

5) Messages from all the servers are of constant
length [M Dbits and take XM seconds for
transmission. v

6) The token is of length 112 bits for a 10 Mbit/s
bus and takes XT seconds for transmission.

7) All Synchronous access-class servers have the
same HPTHT setting.

8) Each station has HPTHT set to the maximum
allowed value (52.43 ms for a 10 Mbit/s bus). so
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messages from the Synchronous access class
normally are transmitted on the same token cycie
as they arrive.

9) All servers of the same priority havc identical

traffic.

10) All servers of the same priority have the same

TRT settings.
11) The TRT's conform to the relation TRTua >
TRTna > TRT1a.

12) Each active access class has N servers.

13) Each server has M channels.’

14) Token overlay probability Pi is a geometric
random variable, it is the probability at the
frequency of token overlay occurrences is J, and
sum of all probability is one, ie.,
Pot+ Pi+..+Pu-1=1.

15) DATAM adopts the second mechanism when .

token overlay occurrence.
C. Service time

There are many tokens simultaneously around
those rings in the DMMAP network. The DATAM
in a DMMAP station may arrive many tokens, but it
can take one token at a time. There are two
problem methods to handle the overlapped token.
The first method is that the token has less service
time will be sent back to its channel for the
performance reason [2]). This method makes a
phenomenon that the first coming token will be
firstly sent back, therefore it is called FCFB as fig.
6. The token overlay phenomenon makes a non-
finished token to shorten its service time. For an
example, A DMMAP nctwork has M channels
which are attached by N stations, and the token
holder (station) can send L frames (or
I'=L-Iu-Xu seconds) at most. Furthermore. A
probability factor Py is defined as the probability
of token overlay occurence that the station i sends y
frames in its received j token period. In the figure 6
(a) occurence, the station i sends y (or 2L-d) frames
when two tokens arrived at a period of service time
I'". The DATAM sends the token of channel | back
at the time ¢/ of the token of channel 2 is arrived
and loses a service time d - v - Xu . seconds.

For station 1 in a DMMAP network that using

the FCFB method and L=3.
® In no token overlay occurence as fig
=3,1=1, j=1.

The truncated service time facior
overlay in station 1 is
Au=Pniil.

® In two token overlay occurence,
asfig. 6 (b):y= 2L-1=5,i=1, j=2.

.6Q)ry=

of no token
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asfig. 6 (c): y=2L-2=4,i=1, j=2.

asfig. 6 (d): y=2L-3=L=3,i=1, j=2.
The truncated service time factor of two token
overlay in station 1 is '

b— s3] —f — 13—
L3 el
- da1
S S Y T |
1% (1% 3
—_ =) —
(}rm 1o} P
b 12— — a3 =
Y S ’, Lime
Lz~ = ||~ =
a2
f— 4=3
— 7
b— ka2lez = e ol ———f
(e) Po- (@ P
— 3 == L3 =
7 - A s -
— " aet b= =2 —
¥ hh—- -3 3.;:
- ?
[
—  k=3L-7-1me () Pass — redizetms i | (Nha

Figurc 6. Example for FCFB policy.

1 4 S
Ai2=P123-—+ Pjza-—+Pr2s-—
2 6 6

2 Pl?y
y— 2
® In three.token overlay occurence,
as fig. 6 (e) and (0): y = 3L-2-1 = 6, i=1, j=3.
The truncated service time factor of three token
overlay in station 1 is

Y n=(L-1)2+1
L

I 4 7 n y
An=Pir=+Pis—s s Prar== § Puy==— n=(L-1)3+1
3 9 9 =L 3.L

.and so on.
Therefore the token overlay statistic factor of station
1 can represent as

M
=2 A=
j—l

The token overlay statistic factor of the DMMAP
network is

y
Z g Pijy-——, n=(L-1)j+1.
j=ly=L j-L

A=

{ -’— 0SPy Sl n=(L-1)-j+1
! = .

" MZ
" MZ
u ™M

l

- fxisasy nchronous server then the average service

time of x can be expressed as



TSe= mm(z g P‘,,— M- off (HPTRT).£(Qx + Ax)),
l"l/ 1y=L j-L

0SPiyst, n=(L-1) j+1

where Qx is the average queue length at x and Ax is
the average number of arrivals at x during a token
cycle. The sum of all probability factorPiy is
always one in accordance with to probability law
P[Sample space] = 1. 1f x is an asynchronous server
then the average service time of server x can be
express as

e L3 —ef

— aties e e
(015 )=
Poms 13 ——ad [t )
(P -
22 ~ 2z~

— =L it b bl ——f

L (DM (DN
p— 13— i3 .
| ! \lme EN lime

oo el —end | (18 — 1P
Figure 7. Example for non-preemptive policy.

mm(z z 2 Piy—2— M. off (TRT: ~TCT«.i) I( Qe+ An)),

=1 j=1 y=L JL
0SPwSL n=(L-1)-j+1, for TCTx; <TRTx
0, fofCTx.j 2 TRT:

TSe=

where TCTx.j , IS the average token circulation

time at every server x. Ox is the average queue

length at x and Ar is the average number of arrivals

at x during a token cycle.

The second method is a simple method. The
DATAM will rejects any arrived token when it is
holding a token, hence every accepted token can
finish its work without any preemptive interference
as fig.7. This policy is.called non-preemptive. A

probability factor P’ii is defined as the probability
of token overlay occurence that the station i sends
(k - L) frames in its received j token period. In the
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figure 7, the token of channel 2 was amived at
station i at the time f7 and it is sent back at once.
The sending message length of station i is L. frames
(or '=L-Im-Xm seconds) when two tokens
arrived at a period of service time I'. In non-
preemptive, the sending message length or the loss
length is a multiple of T".
For station 1 in a DMMAP network that using

the non-preemptive method.
® In no token overlay occurence as fig. 7(a): k=T,

i=1, j=1.

The JLrum:atcd service time factor of no token

overlay in station 1 is

Yu=Pui-l.

® In'two token overlay occurence,

asfig. 7(b): k=T, i=l, j=2

asfig. 7(c): k=T, i=1,j=2.

asfig. 7(d: k=T, i=1, j=2.

The truncated service time factor of two token

overlay in station 1 is

1
Wi=Pra-—.
2

® In three token overlay occurence,
as fig. 7 (e): k = I.i=1,j=3.
as fig. 7 (f): k=2T".i=1,j=3.
The truncated service time factor of three token
overlay in station 1 is

Ji 2
Wiz =P ; + P } . and so on.

Therefore the token overlay statistic factor of
station 1 can represent as
k w=1 for j=1
Z‘i’l,—): ZPm— _ )
=] J=1k=EL j |w=j-1, forj22
The token overlay statistic factor of the DMMAP
network is

N M k w=1 for =1
Y= Z\F.:Z ZP',: -

Z 0s P'xjk < 1.
= R = N = =

©=j-1 for j22
(If x is a synchronous server then the average
service time of x can be expressed as

—_ NMuo k - -
TS« = mxn z] Z Z] P'l)k—_"M‘ 8ﬂ‘(HPTRT),r(Q:+A:)).
=] y=1k= J )
w=1, for j=1
0sPiks<l,

w=j-1, for j22
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where éx is the average queue length at x and Ax is
the average number of arrivals at x during a token

cycle. The sum of all probability factor P’ is
always one in accordance with to the probability
law. If x is an asynchronous server then the average
service time of server x can be express as

NMoe k — _- -
min(Y X X Pip— M- eff (TRT= = TCTx, j) ,£( Q= + Ax)),
J

i=] j=lk=

=], for j=1

TS:={ O<Pixs 1.{ for TCTx,j < TRTx

w=j-1, for j22
0, for TCTx, i2 TRT:

(where TCT=,j , is the average token circulation

time at every server , (Ox is the average queue

length at x and Ax is the average number of arrivals
at x during a token cycle.

Assuming an average message arrival rate of As at
jth logical ring server x, the number of messages
that have arrived while the x is being served on the
ith token cycle is

M _ . —
Ari= 'ZILTCT.:,.'.,WLTS:.;,; = ATCx.i

J= :
Hence, the average number of messages that have
arrived at any server x, Xx€(S,UANA,TA), during a

token cycle can be expressed as As = A:TCx.
Assuming all the messages from the
Sychronous access class get transmitted during the
same token cycle in which they arrive, and all the
messages from that access class and from access
classes of higher priority that have arrived during a
particular token cycle get transmitted during the

same token cycle in which they arrive. Hence, Ox

can be considered to be negligible. The average
service time can be expressed as

TS: = f(Qx+ Ax) = f(Ax) = Xu ATCx
D. Determining TRT's
If the designer determines that service at the Time
Available access class should reach a maximum
when the network throughput is a certain fraction &
of network capacity, 0 € @ <1, then

0]

NAalm
o = ———— 2)
MCTCa

where Ae is the mean number of messages
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transmitted per station per token’ cycle at a

throughput of &, and TCo is the average token
cycle time at a throughput of C¢. Hence, the average
number of messages thdt arrive during the time
interval TCa should equal the mean number of
messages transmitted in this time interval. :
Aa=(2:+ba+2na-i-2;a)TCu

substituting for Ae in (2) we obtain the sum of A
1o be

aCM
As+ Aua + Ana + Aua =
Nim
Since token cycle time can be expressed as
E=Po(N'Xn—EXnA-)'PI(N'X1~%;—,-XMA.»...0P"A|(NX1~N'M”XM.)
PoN+Pi(N-D+...+PM-1
=(Po+Pi+...+PM-1)NXT + v XMAa
M-1 N-j
=NXT+ % Pi——Al— XMAa 3)
1=

substituting for A« from (3) yields

— M-l N-—| —
TCa=NXT+XM Y Pi——A;'i(AS+Aua+/‘na+2w)TCa
i=0

NXT

eff (TRTia) = TCa = TN
1= XM(AS + Aua + Ana + Aua) T Pi———
i=0 M
If the designer determines that service at the Normal
Asynchronous access class should reach a maximum
when the network throughput reaches }3 .

0<a< f <1, then

_ NAslm

M C TCp _
where Ap is the mean number of messages
transmitted per station per token cycle at a

B “)

throughput of 3, and TCp is the average token
cycle time at a throughput of 3. Hence, the average
number of messages that arrive during the time
interval Tép should equal the mean number of
messages transmitted in this time interval.
AB = (L\' + Aua + Lm)}_aﬁ

substituting for Ap in (4) we obtain the sum of A to
be



cM
As+ Aua+ Ana = pcm
N
Since token cycle time can be expressed as
_— M-1 N-j
TCp = NXT+ X Pi—;!—XMAB (5)
i=0

substituting for Ap from (5) yields

— M=l N _
TCp=NXr+Xm 3 P.———M—'(As+x..a+ Ana)TCs
=0

NXT

eff (TRTa) = TCp =

M-l N-—j
1- XM(AS + Aua + Ana) X Pi——
i=0 M

If the designer determines that service at the Urgent
Asynchronous access class should reach a maximum
when the network throughput reaches ¥
0<a< fB <y<l.then

NAylm

Yy == (6)

MCTC
Using logic similar to the previous discussion, the
number of message transmitted during the time

interval TCy is
Ar = (As + Aua)TCy

substituting for Ay in (6) we obtain the sum of A to
be

yCM

N lm
Since token cycle time can be expressed as

As + Aua =

_— M-1 N-.j
TCy=NXT+ X 'P.'——A}-XMAr )
i=0

substituting for Ay from (7) yields

— M-l N - —
TCy =NXT+ XM ¥ Pi"'—M—-‘(/'LS+Aaa)TC7

=0

NXT

¢ff(TRTua) = TCy = Ml N—i
1= XM(AS + Aua) X, Pi“/‘w‘“

i=0

IIL. Conclusion.
The high speced network DMMAP
provides a multichanncel environment to increase the
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network  bandwidth. However the multiple
indcpendent token makes a simultaneous problem,
In this paper, we propose two mechanisms to solve
that problem, and analyze the token overlay
probability. The operation of the priority scheme in
the DMMARP is totally dependent upon the choice of
the three TRT for the lower three priority classes.
We have reformulated that problem in term of
network throughput. In the formulation, the user

defines three throughput limits &, B, and ¥, with

0Sa<f<y<l, such that Time available
traffic will be serviced when network throughput is
less than (¢, Normal asynchronous will be serviced
when throughput is less f, and Urgent
asynchronous will be serviced when throughput is
less than Y. Each access class formula that
computes the setting of the TRT will provide
optimum service to that access class, until network
throughput exceeds the user-defined limit (&, 3,

ory).
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