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[Abstract]

The paper presents a priority transmission protocol based on the WDM slotted-ring network. In the network, each node is equipped with two fixed-wavelength receivers, one tunable-wavelength transmitter and one fixed-wavelength transmitter. There are many channels for transmitting data and one channel as the control channel in the network. The control channel is used to coordinate all nodes of the network for reserving slots. Here, data packets are separated into normal packets and priority packets, and slots are only reserved by nodes for priority packets. This protocol reduces the packet delay of priority packets in heavy load.

This protocol using slot-reservation scheme does not only provide better bandwidth utilization but also provide a simple method to achieve the priority-transmission function. In this paper, simulation results have used to prove the above descriptions.
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1. Introduction

Recent years, the wavelength division multiplexing (WDM)[1] technology is explored and allows the huge bandwidth of fiber being exploited. WDM is normally used to divide the huge bandwidth of fiber into a number of channels which rate matches the speed of electronic interfaces[2].

The WDM network with slotted ring topology, called the WDM slotted ring network, has the simpler architecture, transmission devices and the slot reused property among these protocols exploited WDM technology. These advantages make it being nice method utilizing bandwidth. Two possible node architectures are usually used in the WDM slotted ring networks. First, every node has one tunable transmitter and one fixed receiver. Secondly, every node has one fixed transmitter and one tunable receiver. When the transmitter is tunable and many nodes just communicate with few nodes, channel utilization is worse. With tunable receiver, receiver contention may arise, when two or more packets transmitted on different wavelengths and reach the same destination node at the same time[3]. Because the receiver collision can be avoided, the paper will focus on the first architecture.

Because of the huge-bandwidth requirement of multimedia application, the research about real-time transmission and huge-bandwidth is the hot topic in the research of high-speed network. The paper [2] proposed a solution for the real-time transmission on a WDM slotted ring network. Its proposed protocol, called SR2 protocol, allows nodes to reserve slots based on SRR (Synchronous Round Robin) and MMR (Multi-MetaRing) fairness schemes proposed by the same authors in the paper [4].

In this paper, we proposed a simple priority transmission protocol based on the WDM slotted ring network. In this network, every node has a fixed transmitter and a fixed receiver for the control packets, and a tunable transmitter and a fixed receiver for the data packets. A specified channel is used as the control channel to transmit control packets that carry the reserve-slot information for every node. Because of the control packets, the network provides the capability to transmit normal packets and urgent packets. In section 3, we will describe it in detail. The tunable transmitter is used to transmit packets to a data channel. The fixed receiver is used to receive packets from its corresponding channel. In this paper, we separate data packets into normal packets and priority (urgent) packets.

2. Network Architecture

The proposed network architecture is a WDM slotted ring network consisted of M nodes and N+1 channels as shown in figure 1. In the network, every ring is divided into a constant number of fixed-length slots which synchronously and circularly flow in one direction in the ring. We assume every ring has k slots, S1,...,Sk, and every packet is exactly to fit into the payload of a slot.

In the network, one channel is used to coordinate all nodes in the network, called the control channel and other W channels are used to transmit normal and priority packets, called data channels. These packets transmitted on the control channel are called control packets. They broadcast the node reservation information to other nodes in the network.

In the network, every node has one tunable transmitter and one fixed receiver for transmitting and receiving data packets. Every node is assigned a particular channel, called the receiving channel to receive packets.
Every node transmits a packet by tuning its transmitter to the receiving channel of the destination node. The transmitted packet will propagate along the ring until it is extracted from the ring by the receiver of the destination. Figure 2 shows the node structure in the network.

Each node is not only equipped with one tunable transmitter and one fixed receiver, but also one fixed transmitter and receiver. The later is used to transmit and receive control packets. Besides, every node maintains separate queues for different data channels. These queues corresponding to data channels can separate two kinds. The first is called data queues that are used to stores normal packets. Second is the priority queues that are used to store priority packets. In addition to these queues, every node has one reserved-counter (RC) for each data channel to record the number of reserved slots in the channel. The channel controllers (CCTRs) in the figure 2 are used to select packets from data queues and priority queues to transmit on data channels.

In addition to these queues, every node has a reservation table (RT) and a reservation register (RR). RT is used to record the information that is which slot is reserved and which node reserved slots in each transmission cycle. RR is used to record which slot time is reserved by the node in a transmission cycle. The transmission cycle is the time that a slot flows through the whole ring once. In section three, the functions of these components will be described in detail.

![Figure 1. The architecture of WDM slotted ring network with a control channel as W=M=4.](image)

3. Transmission Protocol

The transmission protocol that we propose is to provide the real-time packet transmission. In the protocol, all nodes are coordinated by control packets. Control packets are circularly transmitted on the control channel. The size of control packet is fixed to one slot, and its format is described as shown in figure 3. Every control packet consists of a preamble field, a parity field and many Slot-Reservation Frames (SRFs). The preamble field is used to represent the beginning of a control packet, and the parity field is used to verify the accuracy of a packet. The SRF consists of a reservation bit (RB) and a source address (SA). Every SRF represents the usage of one slot on data channels. The sequence of SRFs is the slot sequence of channels. For example, the usage of the slots of channel 0 is represented first, then the usage of slots of channel 1, and so on. Because there are k slots circulate through the ring, the number of SRFs used to represent the usage of all slots of one channel is k. So the number of total SRFs used to represent the usage of all slots of the network should be \( k \times W \), where \( W \) is the number of data channels. The number of control packets is the total number of SRFs dividing the number of SRFs in each control packet.

![Figure 3. The Format of Control Packet.](image)

Because the SRFs representing each channel are at different position of control packets, a node considers the first slot after the slot that carries the first control packet representing a channel as \( S_1 \) of the channel. The slot also is the starting slot of a transmission cycle for the channel. So, the starting slot of a transmission cycle in each channel is different.

When a node attempts to reserve slots on a channel, it must wait till the control packet representing slots of the channel arrivals. Then, it checks serially whether the RB of SRFs is false for \( S_1 \) of the channel. If it is false, the node assigns the RB of the selected SRF to true, SA to its node address. If the RB is true, the node check next SRF till all SRFs of the channel have been checked. When a node has reserved a slot for priority packets on a channel, the RC corresponding to the channel increases by one. When the node received the same control packet again, it checks the SRF to ensure that every node knows its reservation, and then set the RB of the SRF to false. Then, the node transmits a priority packet on the reserved slot from the priority queue, and the RC decreased by one. When the destination received the packet on its receiving channel, it removes the packet from the channel and lets the slot become idle. The add/drop multiplexer[5][6] can be used to remove the packet on channels. Figure 4 shows...
the timing diagram that a priority packet arrives at a node, then the node reserves \( S_i \) of channel \( i \) for the packet and transmits the packet on the \( S_i \) of channel \( i \). In the example, the number of data channels is equal to that of nodes. Each control packet just carries SRFs for one data channel.

\[ T_1 \quad T_2 \quad T_3 \]

Figure 4. The timing diagram that a node reserves a slot

Because every node only has one tunable transmitter, it must avoid reserving two slots which arriving itself at same slot time. This requirement can be attained by the RR. The register has \( k \) bits and every bit represents a slot time on a transmission cycle. Because control packets are transmitted on fixed slots of the control channel, the relative positions between slots are fixed for all channels. By it, a node can calculate the positions of slots for all channels easily. If one bit of RR is true, it means that the slot time that the bit corresponds to is reserved and the node can not reserve the same slot-time slot of other channels.

Because the control packets are broadcast to all nodes in the network, every node can know when the reserved slots are utilized. By this, when these reserved slots arrive, every node can transmit its packets on these channels without reservation. The method is that if a reserved slot reached the destination of a packet earlier than the node reserving the slot, the node can be attempted to send the packet on the reserved slot.

It is no doubt that a node can transmit its packet on a slot of a channel if the slot was not reserved. Each node can obtain the reservation status of a slot on a channel from its RT that records the reservation status of slots of all channels when control packets pass through the node. So, when a slot is coming in a node, the node can transmit its packet on the slot if the RT indicates that the slot is not reserved.

In this paper, the RND (Random) access protocol proposed in [4] is used when a node transmits its packets on non-reserved slots. In the protocol, on each slot, every node selects one channel by the random-selection method from these channels which slot can be used and the data or priority queues corresponding to them are not empty. For each priority queue, it is not seen as empty only when the number of packets on itself is larger than the RC corresponding to the same channel. If the priority queue of the selected channel is not empty, the node will attempt to send the top packet of the queue on the channel. If the priority queue is empty, the node will attempt to transmit the top of the data queue. Every node executes the random method once a slot. If the slot is idle on the selected channel, the packet will be transmitted successful and removed from the queue. If the slot is busy on the channel, the packet is remained in the queue. When a node received the packet on its receiving channel, it removes the packet from the channel and lets the slot become idle. The signal detection technique can be achieved by subcarrier signaling [3].

4. Simulation Results

In this section, we show the performance of a network with 16 nodes and 16 channels by simulation results. The packet delay is the time spent by a packet in the system, i.e., the difference between the time instant the packet is received at the destination node and the time instant the packet was generated at the source node[7]. The simulation program is written in Simscript language.

To obtain these results, we make the following assumptions: every control packet comprises \( k \) SRFs that exactly contain the reservation information of slots of one channel. So, on the control channel, the number of control packets is same as the number of channels. Nodes are equally separated with a propagation delay of 1 slot between neighboring nodes. Every node reserves one slot at most for each channel in every transmission cycle. The buffer size of every queue is infinite. The size of normal and priority packets is same as that of a slot. The data traffic generated by each station is same and with a Poisson distribution that consists of normal packets and priority packets. The traffics generated by nodes are evenly distributed to other nodes.

Figure 5-8 show the packet delay of normal packets and priority packets when the proportion of priority packets, named \( P \), occupies 20% 40% 60% 80% of the load respectively. These figures show that the packet delay grows as the traffic load per channel increases. In light load, the packet delay of priority packets is little higher than normal packets because little priority packets are transmitted on the reserved slots. In heavy load, the packet delay of priority packets is lower than normal packets because most priority packets are transmitted on the reserved slots and the delay of normal packets is increased. The turning points of priority-packet lines of these figures show that the protocol affects the delay of priority packets and makes it shorter.

Figure 9 shows the packet delay of normal packets and priority packets when proportion of priority packets in total packets is 0% 100%, respectively. When the proportion is 0%, the result is the simulation result of the WDM slotted ring network using the RND protocol. When the proportion is 100%, the result is the simulation result of the network that only transmits priority packets. The result shows that the network transmits priority packets more efficiently than transmitting data packets.
Figure 10 shows the result of channel throughput versus different traffic load per channel. The result shows that the proposed protocol can improve the performance of the WDM ring network in comparison with the network without it. It also could be found that the throughput of the network is better as the proportion of priority packets is higher.

5. Conclusion

In the paper, we propose a new protocol that provides the capability to transmit priority packets. The protocol is based on WDM slotted ring network and utilizes a control channel to coordinate all nodes for reserving slots. In the network, data packets are transmitted by the RND protocol and priority packets can be transmitted by reserving slots or the RND protocol. Because of that, the proportion that priority packets are transmitted on reserved slots changes when the traffic load of the channel is changed. It makes priority packets transmitted rapidly. The simulation results show the property.

From these simulation results, we can found that the proposed protocol does reduce the delay of priority packets without prolong delay of data packets by comparing with the RND protocol. The proposed protocol also makes the network have better transmission capability.
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Figure 5. Packet delay versus traffic load per channel as $P=20\%$
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